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Abstract

The performance of constraint programming solvers is highly sensitive to the
choice of their hyperparameters. Manually finding the best solver configuration
is a difficult, time-consuming task that typically requires expert knowledge. In
this paper, we introduce probe and solve algorithm, a novel two-phase framework
for automated hyperparameter optimization integrated into the CPMpy library.
This approach partitions the available time budget into two phases: a probing
phase that explores different sets of hyperparameters using configurable hyper-
parameter optimization methods, followed by a solving phase where the best
configuration found is used to tackle the problem within the remaining time.
We implement and compare two hyperparameter optimization methods within
the probe and solve algorithm: Bayesian optimization and Hamming distance
search. We evaluate the algorithm on two different constraint programming
solvers, ACE and Choco, across 114 combinatorial problem instances, comparing
their performance against the solver’s default configurations.

Results show that using Bayesian optimization, the algorithm outperforms the
solver’s default configurations, improving solution quality for ACE in 25.4% of
instances and matching the default performance in 57.9%, and for Choco, achiev-
ing superior results in 38.6% of instances. It also consistently surpasses Hamming
distance search within the same framework, confirming the advantage of model-
based exploration over simple local search. Overall, the probe and solve algorithm



offers a practical, resource-aware approach for tuning constraint solvers that
yields robust improvements across diverse problem types.

Keywords: Constraint programming, algorithm configuration, Bayesian optimization,
hyperparameter optimization, automated algorithm design

1 Introduction

In the field of combinatorial optimization, constraint programming (CP) stands out as
a powerful paradigm for solving a wide range of complex problems. It finds applications
in diverse domains including scheduling and resource management [1], network design,
and logistics [2]. The core principle of CP involves modeling real-world problems as a
set of variables, each with a specific domain of possible values, and a set of constraints
that must be satisfied [2]. A CP solver then systematically searches for one or more
solutions that adhere to all specified constraints.

While CP offers remarkable flexibility, the performance of a solver is heavily
dependent on its hyperparameter tuning. The key hyperparameters include propaga-
tion levels [3], which determine the extent of constraint filtering and inference; and
the search strategy [4], which dictates how the solver explores the solution space.
The search strategy is primarily defined by the choice of variable and value selec-
tion heuristics, often referred to as branching rules [5]. In addition, the management
of computational resources, such as time and memory limits [6, 7], while distinct
from algorithmic hyperparameters, plays a critical role in ensuring practical solver
performance.

These hyperparameters dictate how the solver explores the search space and man-
ages computational resources. An appropriate choice of hyperparameters can lead to
dramatic improvements in solver efficiency and solution quality.

However, manually identifying an optimal set of hyperparameters is a daunting
task. The search space of possible hyperparameters is vast, and the ideal configuration
often varies significantly from one problem instance to another. This manual tuning
process is not only time-consuming but also prone to human error [8].

The general problem of finding a set of hyperparameters that improves solver
performance, known as algorithm configuration, has a long history in solving hard
combinatorial problems [8]. In recent years, this field has seen rapid progress under
the banner of hyperparameter optimization (HPO), largely driven by its widespread
adoption and success in machine learning (ML) [9]. Surprisingly, its application within
the CP domain remains comparatively limited. The non-trivial task of adapting HPO
techniques to the discrete and highly structured search spaces of CP solvers presents
a unique research opportunity. These limitations give rise to three main challenges: (i)
the combinatorial explosion of possible hyperparameters, (ii) the lack of generalization
across problem instances, and (iii) the need for expert knowledge to achieve good
performance [10].

For instance, in the ACE solver [11], the possible parameter combinations
exceed 650 million, making exhaustive methods such as grid search computationally



infeasible. This complexity underscores the necessity of automated hyperparame-
ter optimization methods capable of efficiently exploring such vast hyperparameter
spaces.

To address these challenges, we introduce a framework named the probe and solve
algorithm (PSA). The core intuition behind PSA is to automate the search for an
optimal or near-optimal set of hyperparameters by splitting a given time budget into
two distinct phases. First, a probing phase quickly explores a diverse set of hyperpa-
rameters by running the solver for short durations on the specific problem instance,
gathering valuable performance data about which strategies work well. Second, the
solving phase commits the entire remaining time budget to running the solver with
the single best-performing configuration identified during probing. This two-phase
approach intelligently manages the trade-off between exploring for good configurations
and exploiting the best one found.

Basic HPO methods, such as grid search and random search, offer simple start-
ing points but come with notable drawbacks [8]. Grid search exhaustively evaluates
a predefined set of hyperparameters, making it computationally intractable as the
number of parameters grows [12]. Random search provides better efficiency but lacks
a guided strategy, often failing to concentrate on the most promising regions of the
search space [13].

A more sophisticated and efficient alternative is Bayesian optimization (BO), a
model-based approach that intelligently navigates the hyperparameter space [14]. BO
works by building a probabilistic surrogate model (e.g., a Gaussian process [15])
of the objective function and uses an acquisition function to balance the trade-off
between exploration (sampling uncertain, promising new configurations) and exploita-
tion (refining known good configurations) [16]. This makes BO particularly well-suited
for optimizing expensive black-box functions, such as the performance of a CP solver.

In this paper, we introduce a novel framework for the automated configuration of
constraint solvers that bridges the gap between modern, ML-driven HPO techniques
and the structured, combinatorial nature of CP.

The contributions of this paper are as follows:

e We propose PSA, a resource-aware, two-phase framework for HPO of constraint
solvers under fixed time budgets (Section 3).

e We provide the first integration of the ACE solver into the CPMpy modeling library,
enabling automated configuration of its 150,000+ parameter space (Section 4).

e We conduct a large-scale empirical study comparing PSA with BO and Hamming
distance search across 114 XCSP3 benchmark instances using two solvers (ACE and
Choco) (Section 4).

¢ We demonstrate that BO within PSA consistently outperforms both default con-
figurations and Hamming distance search, improving solutions for ACE in 25.4% of
instances and Choco in 38.6% (Section 5).

These findings offer a deeper understanding of how to steer adaptive solvers and
can inform future research in automated solver design.

The remainder of this paper is organized as follows. Section 2 provides background
on constraint programming and hyperparameter optimization methods. Section 3



presents PSA and describes its modular architecture and time management strate-
gies. Section 4 outlines the experimental setup, including benchmark instances, solver
configurations, and data collection procedures. Section 5 reports the main empirical
results, comparing against the baselines, and analyzing their components. Section 6
interprets these findings and discusses their implications for automated solver con-
figuration. Finally, section 7 concludes the paper and highlights avenues for future
research.

2 Background

2.1 Constraint Programming

CP is a declarative paradigm for solving complex combinatorial problems. Its core
principle is the separation of problem modeling from the solving algorithm, allow-
ing users to state the problem’s logic without specifying the exact steps to find a
solution [17].

At its foundation, a CP model is defined as a constraint satisfaction problem
(CSP) [18]. A CSP is a triplet (X, D,C), where:

o X ={m,...,2,} is a finite set of variables.

* D={D(z1),...,D(xy,)} is a set of domains, where each D(z;) C Z is the finite set
of possible values for variable x;.

o C={C,...,Cp} is a set of constraints that restrict the allowed combinations of
values for variables in their scope.

An assignment is a mapping that associates each variable z; € X with one
value from its domain D(z;). A solution to a CSP is an assignment that satisfies all
constraints in C. Let A denote the set of all possible assignments:

A={A|A: X > |J D), A(zi) € D(x;) for allz; € X' }.
r, €EX

Many real-world problems require finding not just any solution, but the best one
according to some criterion. This extends the CSP into a constraint optimization prob-
lem (COP). A COP is formally defined as a quadruplet (X, D,C, f), where (X, D,C)
is a CSP and f is an objective function. This function maps every assignment of vari-
ables to an integer value. Formally, if A is the set of all possible assignments, the
signature is f : A — Z. The goal of a COP solver is to find a solution that satisfies
all the constraints of C while minimizing (or maximizing) the value of f [17, 19].

Example: Bounded Knapsack Problem

A classic example of a COP is the bounded knapsack problem [20]. Given a set of
items, each with a weight and a value, the goal is to determine the number of each
item to include in a collection so that the total weight is less than or equal to a given
limit and the total value is as large as possible. A CP model for this can be formulated
as follows:



* Variables: A set of N integer variables, X = {x,xs,...,2y}, where x; represents
the number of times item 7 is taken.

* Domains: Each variable z; has the domain D(x;) = {0,1,...,k;}, where k; is an
upper bound on the quantity of item i.

e Constraint: The sum of the weights of the chosen items must not exceed the
knapsack’s capacity, W az:

N
Zwi ) S Wmaa:

i=1

* Objective function: The goal is to maximize the total value of the items in the
knapsack:

N
maximize f(X) = Z Vi - T
i=1

A solver’s task is to find an assignment for (x1,...,xx) that satisfies the weight
constraint and maximizes the objective function.

2.2 Hyperparameter Optimization Methods

HPO is the process of automating the selection of an optimal set of hyperparameters
for a given learning algorithm or solver. Formally, we consider an algorithm S (CP
solver) and a hyperparameters space A.

In general, HPO requires defining an objective (or loss) function L that quanti-
fies the performance of the solver for a given set of hyperparameters A € A. This
performance metric is typically empirical, calculated by running the solver & with
configuration A on a set of problem instances and measuring, for example, the mean
runtime or the quality of the solution found [8]. This process results in a performance
score, which is a real value.

The objective function for HPO is therefore a black-box function L : A — R [21].
The goal of HPO is to find the configuration A* that minimizes this function:

A = in L(A
argmin L(A)

It is crucial to distinguish between the COP objective function f(a), which mea-
sures the quality of a single problem solution, and the HPO objective function L(\),
which measures the performance of a solver configuration.

Example: Applying HPO to the Knapsack Problem

Continuing with the bounded knapsack example, a CP solver must decide which
variable to branch on next (e.g., the item with the best value-to-weight ratio) and
which value to try first (e.g., the maximum possible quantity). These choices are key
hyperparameters that define the search strategy.



e Hyperparameter space A: The space of all possible search strategies. For
instance, a single configuration A\; € A could be a "greedy" strategy:

A1 = {var_select: ’max_value_ratio’, val_select: ’indomain_max’}
Another configuration, Ao € A, representing a more conservative strategy, could be:
A2 = {var_select: *first_fail’, val_select: ’indomain_min’}

* HPO objective function L(\): To evaluate these strategies on a large knapsack
instance, we define L()A) as the best objective value found by the solver within a
fixed time limit when using the strategy defined by .

e HPO goal: The HPO process then automatically tests different configurations like
A1, A9, and many others to find the one, A*, that finds the better total value for
the knapsack within the given time.

2.2.1 Grid Search

Grid search is a simple yet exhaustive method that evaluates all possible combina-
tions of hyperparameter values within predefined ranges. Although computationally
expensive, it provides a useful baseline because it systematically explores the entire
hyperparameter space [12].

Let A denote the set of hyperparameters space, expressed as the Cartesian product
of the individual hyperparameter domains:

A=Hi xHo x--- X Hy,

where each H; represents the discrete set of candidate values for the i-th hyperpa-
rameter. A configuration A = (A1,...,A;) corresponds to one choice of values, where
Ai € H;. The total number of configurations is therefore:

k
N =[]l
=1

The objective function L(\) is evaluated for each configuration A € A, and the
configuration that achieves the lowest value is selected as the best one:

A = in L(\).
argmin L(A)

While grid search guarantees complete coverage of the hyperparameter space, its
computational cost grows exponentially with the number of hyperparameters [8]. For
example, if a solver has three hyperparameters and each has ten possible values, the
total number of evaluations required is 10® = 1,000.



2.2.2 Iterative Search Methods: Random and Local Search

Moving beyond exhaustive methods like grid search, iterative strategies explore the
hyperparameter space sequentially. Two fundamental and contrasting approaches
are random search and local search, which represent the core principles of global
exploration and local exploitation, respectively.

Random search is an uninformed method that focuses purely on exploration. It
samples hyperparameters A at random from the hyperparameter space A until a prede-
fined budget is met. The key advantage is its effectiveness in high-dimensional spaces
where only a few hyperparameters are critical. Unlike grid search, which systematically
evaluates all combinations from predefined discrete grids, random search explores the
space more broadly with fewer evaluations, increasing the likelihood of finding near-
optimal configurations [13]. However, its major drawback is that it does not learn from
past evaluations; every trial is independent, which can lead to inefficiently resampling
of unpromising regions [22].

In direct contrast, local search is a method centered on exploitation. It begins
with an initial configuration and iteratively moves to an adjacent or neighboring
configuration only if it offers improved performance. The concept of a neighborhood
is crucial, especially in spaces with categorical hyperparameters [23]. This raises the
challenge of how to define a neighbor in a discrete space; the standard approach is to
use a distance metric, with the Hamming distance being one of the most fundamental
metrics. This is because it is particularly well-suited for categorical data, which has no
inherent ordering, by simply counting the number of differing hyperparameter values
between two configurations [23]. Its simplicity and efficient computation make it a
valuable and straightforward method for defining a neighborhood in these discrete
spaces.

2.2.3 Hamming Distance

The Hamming distance is a standard metric that measures dissimilarity by counting
the positions at which two configuration vectors differ:

du(A,B) = 1(A; # B;)

where I(-) is the indicator function, which evaluates to 1 if its argument is true and 0
otherwise. The neighborhood of a configuration A in A, denoted A ()), is defined as:

NO) ={N eA|dg(\N) =1}

These methods exemplify the classic exploration—exploitation trade-off. Random
search wastes evaluations in unpromising regions (inefficient exploitation), whereas
pure local search can easily become trapped in local optima (poor exploration).

These challenges have led to hybrid optimization strategies. For instance, the iter-
ated local search (ILS) metaheuristic [24] is a simple but powerful method. ILS works
by repeatedly applying a local search to a solution, then changing it (perturbing)



to escape local optima. By switching between refining a solution locally and making
random changes, ILS can effectively explore new and promising areas.

A good example of this is ParamILS, an algorithm that uses the ILS approach [25].
ParamlILS searches locally for the best solution, and when it gets stuck, it makes a ran-
dom change to start searching in a new area. While these iterative methods are better
than simple techniques like grid search, they have limits. This shows we need smarter,
model-based approaches that intelligently balance exploration and exploitation.

2.2.4 Bayesian Optimization

BO is a powerful, model-based HPO strategy designed to optimize expensive black-
box functions. This makes it particularly well suited for tuning computationally costly
CP solvers, where each evaluation of a set of hyperparameters can take a significant
amount of time. Unlike uninformed methods such as grid search or random search,
BO builds a probabilistic surrogate model to approximate the objective function.

The method builds a surrogate model g(z) of the true objective function L(z), and
selects the next configuration x,1 to evaluate by optimizing an acquisition function
a(x). The role of the acquisition function is to balance the trade-off between exploring
uncertain regions of the hyperparameter space and exploiting regions known to have
good performance [16]. The most common choice for this surrogate is a Gaussian
process (GP) [15], which defines a prior over functions. After observing some data,
this is updated to a posterior distribution that models our belief about the objective
function’s behavior, providing a mean prediction and an uncertainty estimate for any
given configuration:

g(.%‘) ~ QP(,u(:v), k(xv $/)>

where:

e u(x) is the mean function, representing the expected value of L(x).

e k(x,z') is the covariance or kernel function, which measures the similarity between
points x and z’. It models the correlation between the function values at those
points.

This surrogate model is then used by an acquisition function to intelligently guide
the search for the next configuration to evaluate [26, 27]. The role of the acquisition
function is to balance the critical exploration (probing regions where the model is
highly uncertain, which could potentially hide an even better, undiscovered optimum)
and exploitation (focusing on regions that the surrogate model predicts will yield high
performance) trade-off [27].

Standard acquisition functions like expected improvement quantify this potential
and select the configuration that offers the best balance [16].

The BO process is iterative: after each new configuration is evaluated by running
the CP solver, the result is used to update the surrogate model [28]. This allows the
search to become progressively more informed, concentrating its evaluations in the
most promising areas of the hyperparameter space. By building this explicit model,
BO aims to find high-quality solutions with significantly fewer evaluations, a crucial
advantage in the CP domain [28, 29].



3 Probe and Solve Algorithm

To systematically optimize a set of hyperparameters for CP solvers, we introduce
PSA, a flexible and adaptive framework designed to make effective use of a limited
time budget. The core idea of PSA is to partition a global time-limit (7,) into two
distinct phases:

1. A probing phase, where a dedicated portion of the time budget is used to explore
a wide range of hyperparameters. This is achieved by running many short-lived,
time-limited solver runs, each with a different configuration, to gather performance
data.

2. A final solving phase, where the single best-performing configuration identified
during probing is used to solve the problem instance with the entire remaining time
budget.

This two-phase approach provides a structured balance between the exploration of
the hyperparameter space and the exploitation of the most promising strategy found.
The framework is designed to be highly modular, allowing different strategies for
time management, hyperparameter selection, and timeout evolution to be composed,
enabling a thorough investigation of their combined effects.

The PSA framework follows a two-phase architecture that partitions the global
time budget T, into probing time ¢, and solving time ¢,:

th=p-Ty, ts=Ty—1t,, pel0,1]

With p = 0.2 as the default value based on empirical analysis, 20% of the total
time is dedicated to exploring strategies, while 80% is reserved for actual solving with
the best strategy found. This balanced allocation addresses the fundamental trade-off
between exploration and exploitation in algorithm configuration [30].

Figure 1 illustrates the PSA architecture. The framework begins with a COP
instance and global time budget, proceeds through the probing phase to identify the
best configuration \*, and concludes with the solving phase using the remaining time.

COP Instance Phase 1: AT fT Phase 2: Final
Global Timeout Ty Probing Solving Solution
tp = pTy ts = (1-p)Ty

Fig. 1: PSA two-phase architecture with time allocation. The framework partitions
the global time budget T, into probing time ¢, and solving time ¢,.

3.1 Probing Phase

The goal of the probing phase is to efficiently sample the hyperparameter space to
identify a high-quality configuration. The phase consists of a sequence of iterative



trials, hereafter referred to as rounds. In each round, a single set of hyperparameters
is selected and evaluated by running the solver for a short duration. The execution of
the probing phase is detailed in Algorithm 1 and is controlled by these key orthogonal
strategy types.

3.1.1 HPO Method

This is the core HPO engine of the PSA, responsible for selecting the next set of
hyperparameters to evaluate. To ensure modularity, the framework requires any HPO
strategy to implement a specific interface with three key functions:

1. NextConfig(): Returns the next set of hyperparameters to be evaluated from the
search space.

2. UpdateModel (params, runtime): Takes the parameters of the last trial and its
resulting runtime and objective to update the strategy’s internal model. For
model-free methods like Hamming distance, this may simply involve updating the
incumbent.

3. AllocateTime(7y): Partitions the global timeout into probing and solving budgets:

MlocateTine(T,) = (pT,, (1 - p)T;)

where p is the probing ratio (default p = 0.2). This creates a clear separation: ¢,
for configuration exploration, ts for solving with the best configuration.

4. GetBestConfig(): Returns the best configuration found so far, which is used in
the final solving phase.

We implement BO as a core component of PSA. It is a concrete strategy that conforms
to this interface. BO is a sophisticated model-based strategy where NextConfig uses
an acquisition function over a GP model to choose the next point. UpdateModel
retrains the GP with the new data point.

3.1.2 Global Time Management

This high-level component determines the total time budget allocated to the probing
phase. We implement two approaches:

* Static percentage allocation: A fixed percentage of T} is reserved for the entire
probing phase. For example, with a T, of 1800 seconds and a 20% allocation, the
probing phase will run for a total of 360 seconds before automatically transitioning
to the solving phase. This ensures a predictable and consistent time split across
different experiments.

* Iteration-limited allocation: The probing phase continues until either the Ty is
exhausted or a predefined maximum number of configuration trials (max_tries) has
been completed. This strategy allows for more flexible exploration, as the total prob-
ing time is determined by the cumulative runtime of the trials, making it suitable
for scenarios where individual probe runtimes are highly variable.

10



Algorithm 1 Probing Phase of PSA

Input: COP (X,D,C, f); HPO H; A; Ty; 1o; Timelnit; Evolve; stop_type; L.
Output: \*, f*, trem.

3: tp,ts + AllocateTime(T}) > Probe/solve budgets

ks

© ® 3>

11:
12:

13:
14:
15:
16:

17:
18:
19:
20:
21:
22:
23:

24:
25:
26:
27:
28:

29:
30:

31:
32:
33:
34:
35:

36:
37:

Initialize: f* + oo, \* « default, stag « 0, tg < Now/()

if Timelnit = FIRSTRUNTIME then > Adaptive timeout
(sol,rt) < Solve(COP, default, t,,)
T+t > Use runtime
if sol then f* « f(sol); \* < default
end if

else > Static timeout

T < T0
end if

while Now() — ¢y < ¢, do > Main loop
A < H.NextConfig()
if A = @ then break
end if

if A € M then > Check memory array

(obj, rt) < M(A] > Retrieve cached result
else

(sol,rt) < Solve(COP, A, 7)

obj « f(sol) if sol else oo

MIA] « (obj, rt) > Store in memory array
end if

if obj < f* then > Better solution found
[ obj; \* < X; stag <+ 0O

else
stag < stag + 1

end if

‘H.UpdateModel(\, obj, rt)
T < Evolve(T) > Update timeout

if stop_ type = FIRSTSOLUTION and obj # oo then break
end if
if stop_ type = STAGNATION and stag > L then break
end if

end while

trem Tg - (NOW() - tO)
return (\*, f* trem)

11



3.1.3 Round Timeout Initialization

This component determines the timeout for each individual configuration evaluation
within the probing phase. This sets the time limit for the first configuration to be
tested.

* Static initial timeout: A fixed, small timeout (e.g., 5 seconds) is used. This
provides a consistent baseline but may be too short or too long for certain problem
instances.

e First-runtime timeout: The framework first performs a preliminary run of the
solver using its default configuration. This run is allocated an informed time limit
which is up to the total available probe budget, and will stop as soon as the first
solution is found. The actual runtime observed from this initial run is then used as
the timeout for subsequent probes, thereby adapting the timeout to the intrinsic
difficulty of the problem instance.

3.1.4 Timeout Evolution Pattern

After the initial round, the timeout for subsequent rounds can evolve to adapt
to the performance of previously tested configurations. Our framework man-
ages this through a modular Timeout FEwvolution Strategy, which implements an
Evolve(current_timeout) function to compute the timeout for the next round based
on the value from the current one.

We implement and test three concrete instances of this strategy:

e Static evolution: This strategy’s Evolve function simply returns the same
current_timeout it was given, keeping the timeout fixed.

* Geometric evolution: Here, the Evolve(t;) function returns the current timeout
multiplied by a predefined growth factor, § > 1. For example, ¢;11 = Evolve(t;) =
t; X ﬁ

* Luby sequence evolution: This strategy’s Evolve(¢;) function maintains an inter-
nal counter k. It returns ¢;11 = to - Luby(k), where tg is the initial timeout and
Luby(k) is the k-th value in the sequence (1, 1, 2, 1, 1, 2, 4, ...), incrementing k
after each call.

3.1.5 Probing Stop Conditions

The probing phase is allocated a specific time budget (e.g., a percentage of the global
time limit or up to a maximum number of tries). The phase will terminate when this
budget is exhausted, but it can also be configured to stop early to pivot to the final
solving phase more quickly. The defined stopping conditions are:

¢ Timeout: The primary stopping condition is the exhaustion of the allocated prob-
ing time budget. The phase will always terminate when its time is up, ensuring that
the final solving phase receives its planned portion of the global time limit.

¢ First solution found: The probing phase can be configured to halt as soon as any
configuration finds the first feasible solution. This is particularly useful in scenarios
where quickly finding any valid solution is more critical than extensive exploration
for the absolute best configuration.

12



e Stagnation: The process can terminate if the best-found solution has not improved
after a predefined number of rounds. This prevents the framework from wasting
time on continued exploration if the HPO strategy appears to have converged or is
no longer making progress.

3.1.6 General Improvements

To enhance the efficiency and scalability of our approach, we incorporate a memory-
based mechanism:

e Memory array: A data structure is implemented to store previously evaluated
configurations and their corresponding results. When a configuration is revisited,
the solver retrieves the stored results instead of performing redundant evalua-
tions. This not only accelerates the optimization process, but also avoids redundant
computation, particularly for large-scale problem instances.

3.2 Solving Phase

Once the probing phase concludes, PSA transitions to the solving phase, which utilizes
the best-found configuration to solve the instance with the remaining time budget.

Algorithm 2 Solving Phase of PSA

1: Input: COP (X, D,C, f); HPO H; \*; f*; trom-
2: Output: solgnal, f(s0lsnal)-

if f* = oo then > No solution found in probing
Afinal < H.GetBestConfig()
(s0lgna1, rt) < Solve(COP, Afnal, trem)

else > Incumbent exists; try to improve
C'+ CU{f(Xx) < f*} > Add cut constraint
(s0lgnar, rt) < Solve((X, D, C’, f), \*, trem)

end if

oW

© 3>

10: return (solgnal, f(solgnal))

The solving phase operates as follows:

1. The single best-performing set of hyperparameters (A*) identified during the
probing phase is retrieved.

2. If any solution was found during probing (i.e., f* < o), a new objective cut
constraint is added to the model: ¢’ + CU{f(X) < f*}. This constraint forces the
solver to search only for solutions that are strictly better than the current best,
implementing an optimization loop that focuses the search on improvement rather
than re-finding known solutions.

3. The solver is executed with A\* and the (potentially updated) constraint model C’,
using the entire remaining time budget (7, — probing elapsed time).

13



3.3 Complete PSA Algorithm Specification

The integrated PSA algorithm, presented in Algorithm 3, combines the probing and
solving phases into a unified framework. This algorithm operationalizes the two-
phase tuning strategy by integrating the modular components for HPO and time
management described previously.

Algorithm 3 Complete PSA Framework

1: Input: COP instance (X, D,C, f); global time limit Ty; probing fraction p; HPO
method H; hyperparameter space A.
2: Output: Final solution solsnq and its objective value f(solmnai).

3ty — px Ty > Calculate probing budget
1t Ty — 1t > Calculate solving budget

5. Phase 1: Probing
6: (A%, f*) < ProbingPhase((X,D,C, f), A, tp, H) > Execute Algorithm 1

7. Phase 2: Solving
8: (s0lfnal; frinai) < SolvingPhase((X,D,C, f), A\*, f*,ts) > Execute Algorithm 2

9: return (solfnai, frinal)

This integrated approach provides several key properties:

* Time-awareness: The framework strictly respects the global timeout 7}, ensuring
practical applicability.

e Adaptability: The adaptive timeout mechanism in the probing phase adjusts to
problem difficulty.

¢ Robustness: Fallback mechanisms ensure a solution is returned even if individual
phases fail.

* Modularity: Components (HPO methods, time allocation strategies) can be easily
swapped.

4 Experimental Setup

This section details the environment, problem instances, and the specific configura-
tions employed for our large-scale benchmarking study. We begin by describing the two
constraint solvers used as underlying engines, followed by an outline of the problem
instances and the comprehensive benchmarking methodology.

To robustly evaluate the PSA framework, we selected two distinct constraint
solvers: ACE and Choco. Their varying complexities and feature sets provide a broad
and representative testbed for our tuning approach.

14



Table 1: The Tunable Hyperparameter Space of the ACE Solver.

Parameter Description # Options
varh Variable Selection Heuristic 10
valh Value Selection Heuristic 10
saf Stay Array Focus 2
pcl Preserve Unary Constraints 2
toh Convert to Hybrid Tables 2
lc Last Conflict Weighting 4
negative Algorithm for Negative Table Constraints 3
sc2 Structure for Binary Table Constraints 4
sc3 Structure for Ternary Table Constraints 4
Total Combinatorial Configurations 153,600

4.1 The ACE Solver

ACE is a modern constraint solver, implemented in Java, designed to tackle combi-
natorial problems involving integer and Boolean variables. Its extensive capabilities
comply with the XCSP3-core standard, a widely recognized format for constraint
problems [31]. ACE offers a rich library of constraints, including advanced table con-
straints (ordinary, starred, and hybrid), and a wide array of global constraints such
as AllDifferent, Cardinality [32], Count, Element, and Cumulative [1, 17, 33].
Additionally, it features various built-in search heuristics and is optimized for mono-
criterion optimization. This comprehensive feature set is particularly valuable for PSA,
as it contributes to a vast, complex, and highly influential hyperparameter space,
making it an ideal candidate for showcasing the benefits of automated tuning.

The chosen hyperparameter space for ACE, summarized in Table 1, consists of 9
distinct dimensions that govern the solver’s core search behavior. These include heuris-
tics for variable and value selection (varh, valh), the information of table constraints
(sc2, sc3), and other categorical parameters that guide branching, learning, and con-
straint handling. The combination of these chosen options results in a combinatorial
search space of over 150 thousand unique configurations. This scale makes exhaustive
tuning methods like grid search computationally infeasible and underscores the signif-
icant challenge of manual tuning. Consequently, ACE serves as an excellent testbed
for demonstrating PSA’s ability to effectively navigate such a hyperparameter space.

A practical contribution of this work is the integration of the previously unsup-
ported ACE solver into the CPMpy library [34]. Within this newly integrated
environment, we apply our HPO strategies to tune ACE across various problem
instances. The framework’s success is assessed based on both the quality of the final
objective value obtained and the total time required to find that solution. Thus,
utilizing ACE not only provides a challenging and relevant testbed for our tuning
framework but also enhances the capabilities of the broader CPMpy ecosystem for
future research.
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Table 2: The Tunable Hyperparameter Space of the Choco Solver.

Parameter Description # Options
Lc Level of Consistency (Level of propagations) 2
Restarts Restart policy (e.g., LUBY, GEOMETRIC, NONE) 12
Valh Value Selection Heuristic 6
Varh Variable Selection Heuristic 19
Flush Propagation queue flush threshold 5
Total Combinatorial Configurations 136,800

4.2 The Choco Solver

We also utilize the Choco solver (v4.10.6), a widely recognized open-source CP library
implemented in Java. Choco provides a rich collection of heuristics and propagation
levels, making it a strong alternative for benchmarking the PSA framework [35].

The hyperparameter space for Choco, which was derived from a JSON file detail-
ing its available hyperparameters, is presented in Table 2. This space includes key
components such as restart policies (restarts), variable and value selection heuris-
tics (varh, valh), consistency levels (1c), and propagation queue flushing thresholds
(flush).

4.3 Benchmarking Methodology

Our benchmarking approach involved four distinct types of experimental runs for both
the ACE and Choco solvers:

Default Solver Baselines

For each of the 114 instances, we first solve the instances with the default version of
both ACE and Choco solvers. These runs served as a foundational baseline, reflecting
the out-of-the-box performance of each solver without any hyperparameter tuning.
Each default run adhered to the same system environment and the 1800-second global
time limit.

PSA Framework Configurations

The core of our extensive benchmarking involves the PSA framework, which employs
two distinct HPO methods: BO and Hamming distance search [36]. Both methods
are implemented within the PSA framework, allowing a direct comparison of their
effectiveness. We conduct a full-factorial experiment to systematically evaluate the
impact of each modular component of the PSA framework. This design allows us to
not only identify the best overall configuration but also to analyze the independent
contribution of each strategic dimension to performance. A total of 24 unique PSA
configurations for each HPO method are generated by combining all possibilities from
the following strategic dimensions:

* Probing Time Allocation: 2 options (Static, Dynamic)
* Round Timeout Initialization: 2 options (Static, First-Runtime)
e Timeout Evolution Pattern: 3 options (Static, Geometric, Luby)
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* Probing Stop Condition: 3 options (First Solution, Timeout, Stagnation)

Some combinations of these settings are inherently incompatible. In particular,
when the probing stop condition is set to First Solution, the probing phase terminates
as soon as the first solution is found. In this case, the probing loop executes only a
single round, which makes any form of round-timeout evolution irrelevant. For this
reason, whenever the stop condition is First Solution, only the static timeout evolution
pattern is meaningful and permitted. Accordingly, these 24 configurations are derived
from two batches:

* Round-timeout static: 2x3x3 = 18 configurations
* Round-timeout First-Runtime: 2x1x3 = 6 configurations

These 24 PSA configurations for each HPO method are evaluated per instance for
both the ACE and Choco solvers.

Champion Configuration Evaluation

Following the exploratory phase of the PSA framework, the single best-performing
configuration (the champion configuration) for each combination of solver and HPO
method is identified based on the aggregated results. Subsequently, these identified
champion configurations are then run separately on all 114 instances. These dedicated
runs provide a direct and robust measure of their performance for comparative analysis
against the baselines.

4.4 Execution Environment and Data Collection

To ensure fairness and reproducibility, all experiments were conducted under strictly
controlled conditions.

¢ Global time limit: Each individual experimental run is allocated a maximum
wall-clock time of 1800 seconds (30 minutes), aligning with the standard duration
used in the XCSP3 competition from which our benchmarks are drawn.

e Computational resources: The full suite of experiments was executed on the
high-performance computing (HPC) facilities, with the technical specifications of
a cluster compute node being 2xAMD Epyc ROME 7H12 @ 2.6 GHz [64c/280W]
processor with 256 GB RAM.

¢ Total computational effort: The complete experiment, encompassing 6156 indi-
vidual runs (114 instances x (24 PSA configurations x 2 HPO methods + 1 default
solver baseline configuration + 1 PSA champion for each HPO method) x 2 solvers),
represents a total of 3078 compute-hours.

e Data logging and reproducibility: For each run, detailed performance data is
logged to structured CSV files:

— Objective value: The best objective value found by the solver within the time
limit.

— Solver status: The final exit status reported by the solver (e.g., OPTIMUM FOUND,
SATISFIABLE, TIMEQUT, ERRUR).

— Runtime: The total wall-clock time elapsed for the run.
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Table 3: PSA Component Strategy Frequencies for Choco Solver

Component Strategy BO Wins Hamming Wins
Global Time Percent 53.40% 42.98%
Dynamic 46.60% 57.02%
Round Timeout Static 76.70% 81.58%
First-Runtime 23.30% 18.42%
Timeout Evolution  DynamicGeometric 31.07% 28.07%
DynamicLuby 31.07% 20.18%
Static 37.86% 51.75%
Stop Condition Timeout 36.89% 38.6%
Stagnation 35.92% 27.19%
FirstSolution 27.18% 34.21%

— Configuration details: All command-line flags used for each run are logged to
ensure full reproducibility and allow detailed performance analysis.

¢ Parameter Settings for PSA Components: For strategies utilizing the Static
Percentage Allocation, the probing budget was set to 20% of T, a choice that tries
to balance exploration with a substantial budget for the final solve. The Static
initial round timeout was set to a baseline of 5 seconds. For the Geometric evolution
pattern, a growth factor of 5 = 1.5 is used. These values are chosen as reasonable,
standard defaults to avoid overfitting the framework to this specific benchmark set.

5 Results and Analysis

This section presents the comprehensive results of our large-scale benchmarking exper-
iments. Our primary objective is to identify the most effective automated strategies for
configuring a solver’s hyperparameters within the PSA framework and to derive key
principles for efficiently utilizing a limited time budget. We organize our findings into
three main stages: for each solver, starting with Choco and then proceeding to ACE,
first, we provide an aggregate analysis of the performance of PSA’s internal compo-
nent strategies, examining general trends across all problem instances. Second, based
on these aggregate insights, we synthesize and present the champion configurations.
Third, we then conduct detailed solver-specific performance comparisons, evaluating
how these identified champion configurations perform against baseline configurations.
For clarity and focus, the numerical results and pie charts presented in this section
derive from a single, representative random seed.

We present the aggregated results in four comprehensive tables. Table 3 shows
the frequency of winning PSA component strategies for the Choco solver with both
BO and Hamming HPO methods. Table 4 provides the equivalent analysis for ACE.
Based on these frequencies, we derive champion configurations for each solver-HPO
combination in Table 5. Finally, Table 6 summarizes the performance comparisons
between PSA-tuned and default configurations.
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Table 4: PSA Component Strategy Frequencies for ACE Solver

Component Strategy BO Wins Hamming Wins
Global Time Percent 50.44% 48.25%
Dynamic 49.56% 51.75%
Round Timeout Static 77.18% 86.84%
First-Runtime 22.82% 13.16%
Timeout Evolution DynamicGeometric 48.73% 27.19%
DynamicLuby 25.17% 49.12%
Static 26.10% 23.68%
Stop Condition Timeout 35.59% 29.82%
Stagnation 33.94% 35.96%
FirstSolution 30.46% 34.21%

Table 5: Champion Configurations for Both Solvers

Component Choco Champion ACE Champion
(BO / Hamming) (BO / Hamming)
Global Time Management Percent / Dynamic Percent / Dynamic
Round Timeout Initialization Static / Static Static / Static
Timeout Evolution Pattern =~ DynamicGeometric / Static ~ DynamicGeometric /
DynamicLuby
Probing Stop Condition Timeout / Timeout Timeout / Stagnation

5.1 Choco Solver Results
Analysis of PSA Component Strategies for Choco

Table 3 reveals distinct patterns in effective PSA strategies for the Choco solver. For
global time management, BO favors the percent strategy (53.40%), while Hamming
prefers dynamic allocation (57.02%). Both HPO methods strongly favor static round
timeout initialization (76.70% for BO, 81.58% for Hamming). Timeout evolution pat-
terns differ significantly: with BO, all three strategies are nearly equally effective
(37.86% static, 31.07% each for dynamic variants), whereas with Hamming, static
evolution dominates (51.75%). For stop conditions, timeout is most frequent with
both methods, though Hamming shows stronger preference for firstSolution (34.21%)
compared to BO (27.18%).

Synthesizing Champion Configurations for Choco

Based on the aggregated analysis in Table 3, we derive two champion configurations
for Choco, one optimized for BO and another for Hamming. These configurations bal-
ance component effectiveness with overall strategy coherence and are summarized in
Table 5. For BO, the champion combines percent global time, static timeout initial-
ization, dynamicGeometric evolution, and timeout stop condition. For Hamming, the
configuration uses dynamic global time, static timeout initialization, static evolution,
and timeout stop condition.
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== Default Choco wins
w=s PSA-Optimized Choco wins
= Equal

== Default Choco wins
w=s Hamming-tuned Choco wins
= Equal

(a) PSA-BO Choco vs. Default Choco (b) PSA-Hamming Choco vs. Default Choco

== Hamming-tuned Choco wins
w== PSA-Optimized Choco wins
== Equal

(c) PSA-BO Choco vs. PSA-Hamming Choco
Fig. 2: Pairwise Performance Comparison for Choco Solver Approaches. (a) PSA-BO
Choco versus default Choco. (b) PSA-Hamming Choco versus default Choco. (c) PSA-
BO Choco versus PSA-Hamming Choco.

Choco Performance Comparisons

To evaluate PSA’s effectiveness for Choco, we compare three approaches: default
settings (default Choco), PSA with BO (PSA-BO Choco), and PSA with Hamming
(PSA-Hamming Choco). Results are summarized in Table 6 and visualized in Figure 2.

PSA-BO Choco vs. Default Choco: PSA-BO Choco performs better on 38.6%
of instances, while default Choco is superior on only 14.9%, with ties on 46.5%
(Figure 2a). This demonstrates BO’s advantage over default settings.

PSA-Hamming Choco wvs. Default Choco: Default Choco outperforms PSA-
Hamming on 24.6% of instances, while PSA-Hamming wins on 29.8%, with ties on
45.6% (Figure 2b). This indicates PSA Hamming-based tuning generally outperforms
Choco’s default configurations.

PSA-BO Choco vs. PSA-Hamming Choco: PSA-BO clearly outperforms PSA-
Hamming, winning on 23.7% of instances versus only 14.9% for Hamming, with ties
on 61.4% (Figure 2c¢). This validates BO’s superiority over the simpler Hamming
approach.
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Table 6: Performance Comparison Summary (Percentage of

Instances)
Comparison Winner A Tie Winner B
Choco Results
PSA-BO Choco vs Default 38.6% 46.5% 14.9%
PSA-Hamming Choco vs Default 29.8% 45.6% 24.6%
PSA-BO vs PSA-Hamming Choco 23.7% 61.4% 14.9%
ACE Results
PSA-BO ACE vs Default 25.4% 57.9% 16.7%
PSA-Hamming ACE vs Default 13.2% 68.4% 18.4%
PSA-BO vs PSA-Hamming ACE 24.6% 64.9% 10.5%

5.2 ACE Solver Results

Analysis of PSA Component Strategies for ACE

Table 4 shows PSA strategy effectiveness for ACE. Global time management shows
minimal preference: BO slightly favors percent (50.44%), Hamming slightly favors
dynamic (51.75%). Both strongly prefer static timeout initialization (77.18% BO,
86.84% Hamming). Timeout evolution differs dramatically: BO strongly prefers
dynamicGeometric (48.73%), while Hamming favors dynamicLuby (49.12%). Stop con-
ditions show balanced distributions, with timeout most frequent for BO (35.59%) and
stagnation for Hamming (35.96%).

Synthesizing Champion Configurations for ACE

Based on Table 4, we derive champion configurations for ACE (Table 5). For
BO: percent global time, static timeout initialization, dynamicGeometric evolution,
and timeout stop condition. For Hamming: dynamic global time, static timeout
initialization, dynamicLuby evolution, and stagnation stop condition.

Performance Comparison of ACE Configurations

We compare default ACE with PSA-BO ACE and PSA-Hamming ACE. Results are
in Table 6 and Figure 3.

PSA-BO ACE vs. Default ACE: PSA-BO ACE wins on 25.4% of instances versus
16.7% for default, with ties on 57.9% (Figure 3a). BO provides clear advantage over
default settings.

PSA-Hamming ACE vs. Default ACE: Default ACE outperforms PSA-Hamming
on 18.4% of instances, while PSA-Hamming wins on 13.2%, with ties on 68.4%
(Figure 3b). Hamming-based tuning generally underperforms defaults.

PSA-BO ACE vs. PSA-Hamming ACE: PSA-BO dominates, winning on 24.6%
of instances versus 10.5% for Hamming, with ties on 64.9% (Figure 3c). BO’s model-
based approach proves significantly more effective.
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== Default ACE wins
m=s PSA-Optimized ACE wins
== Equal

== Default ACE wins
== Hamming-tuned ACE wins
== Equal

(a) PSA-BO ACE vs. Default ACE (b) PSA-Hamming ACE vs. Default ACE

== Hamming-tuned ACE wins
w=s PSA-Optimized ACE wins
== Equal

(c) PSA-BO ACE vs. PSA-Hamming ACE
Fig. 3: Pairwise Performance Comparison for ACE Solver Approaches. (a) PSA-BO
ACE versus default ACE. (b) PSA-Hamming ACE versus default ACE. (¢) PSA-BO
ACE versus PSA-Hamming ACE.

6 Discussion and Future Research

Our experiments provide strong evidence that PSA is an effective strategy for opti-
mizing constraint solvers under a fixed time budget. By utilizing BO to intelligently
manage computational resources, PSA consistently identifies configurations that out-
perform baseline methods. This section interprets these findings, discusses their
practical implications for users, and outlines promising avenues for future research.

The empirical results highlight several key trends. First, PSA demonstrates a clear
advantage over the Hamming distance baseline. This validates the use of a model-
based approach; the computational overhead of building a surrogate model in BO
is justified by its ability to navigate complex search spaces far more efficiently than
simple local search.

Furthermore, our analysis of the most successful configurations reveals that they
typically combine two synergistic elements:

1. Static Initialization: A short, fixed time limit for the initial run acts as a
gatekeeper, rapidly filtering out poor configurations without wasting significant
time.
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2. Adaptive Exploration: Following the initial filter, a dynamic evolution strategy
increases the timeout. This ensures that if a configuration shows promise, the solver
is granted sufficient time to deepen the search.

This combination effectively balances the exploration-exploitation trade-off, min-
imizing risk while maximizing the probability of finding a high-quality solution.
Consequently, the champion configurations we identified serve as robust generalists.
While they may not be the theoretical optimum for every single instance, they pro-
vide a reliable, high-performance baseline across a wide variety of problem types. This
robustness is particularly valuable for users who cannot afford the computational cost
of tuning a solver separately for every new problem encounter.
These findings translate into three practical benefits for the CP community:

* Democratization of Solving: PSA automates the complex task of hyperparam-
eter tuning. This pushes CP closer to the ideal model and solve paradigm, allowing
users to focus on defining their problems rather than mastering the intricacies of
solver configuration.

* Standardized Benchmarking: The framework offers a principled methodology
for comparing solvers under fixed time budgets, providing a scientific alternative to
ad-hoc manual tuning.

* Solver Agnosticism: The modular nature of PSA allows it to be easily applied to
other solvers or algorithms, as demonstrated by its successful deployment on both
ACE and Choco.

Despite these successes, there remain opportunities for further development. First,
while our study focused on ACE and Choco, future work should validate the gen-
eralizability of PSA on other major solvers, such as OR-Tools. Second, the current
implementation uses fixed meta-parameters (e.g., a 20% probing budget). A promis-
ing direction is the development of a self-tuning system that automatically adapts
these parameters based on the problem size or complexity. Finally, rather than rely-
ing on a single static champion, future iterations could dynamically select a strategy
class—switching between static and dynamic timeout evolution—based on the specific
characteristics of the input problem.

7 Conclusion

This paper introduced PSA, a resource-aware, two-phase framework for automated
HPO of CP solvers. PSA allocates a portion of the overall time budget to a probing
phase, where BO guides a fast exploration of the configuration space, and uses the
remaining time to solve the problem with the most promising configuration. The
framework is fully integrated into CPMpy and includes the first integration of the
ACE solver into the library.

Our evaluation across 114 benchmark instances shows that PSA provides con-
sistent benefits for two solvers with fundamentally different architectures. For ACE,
PSA with BO provided clear benefits over the default configuration: it achieved better
results in 25.4% of the instances (29 cases), while the default configuration was bet-
ter in only 16.7% (19 cases); both performed equally on 57.9% (66 cases). For Choco,
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PSA with BO improved performance in 38.6% of instances and matched the baseline
in 46.5%, while the default configuration was better in only 14.9% of cases.

Across both solvers, PSA with BO consistently outperformed the Hamming dis-
tance baseline. For ACE, PSA-BO won 24.6% of comparisons against PSA-Hamming,
while PSA-Hamming won only 10.5%. For Choco, PSA-BO won 23.7% of comparisons
against PSA-Hamming, while PSA-Hamming won 14.9%. These results demonstrate
the advantage of model-guided BO over simpler local-perturbation strategies.

Beyond numerical improvements, the results highlight an important insight: the
effectiveness of a tuning strategy depends strongly on the type of problem. Harder
optimization problems benefit from dynamic timeout evolution, which allows PSA to
progressively allocate more time to promising configurations, while easier satisfaction-
oriented instances benefit from evaluating many configurations quickly under static
time budgets. This indicates that PSA not only improves solver performance but
also exposes useful structure in how hyperparameters interact with different classes
of problems.

Overall, PSA contributes a practical and automated approach for improving the
performance of constraint solvers without requiring expert knowledge or manual
parameter tuning. Future work will focus on making PSA more adaptive by incorpo-
rating instance features, supporting multi-objective configuration, and extending the
framework toward general automated solver design.
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